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A B S T R A C T 

The search for extraterrestrial intelligence is currently being pursued using multiple techniques and in different wavelength 

bands. Dyson spheres, megastructures that could be constructed by advanced civilizations to harness the radiation energy of 
their host stars, represent a potential technosignature, that in principle may be hiding in public data already collected as part of 
large astronomical surv e ys. In this study, we present a comprehensive search for partial Dyson spheres by analysing optical and 

infrared observations from Gaia , 2MASS, and WISE . We develop a pipeline that employs multiple filters to identify potential 
candidates and reject interlopers in a sample of five million objects, which incorporates a convolutional neural network to help 

identify confusion in WISE data. Finally, the pipeline identifies seven candidates deserving of further analysis. All of these 
objects are M-dwarfs, for which astrophysical phenomena cannot easily account for the observed infrared excess emission. 

Key words: extraterrestrial intelligence – infrared: stars. 
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 I N T RO D U C T I O N  

n the early 60s, Dyson ( 1960 ) proposed an innov ati ve methodol-
gy for searching for signs of extraterrestrial life. He presumed 
hat highly advanced civilizations, in the pursuit of more energy 
esources, would construct an artificial, light-absorbing structure 
round their host star. This hypothetical structure, later referred to as
 ‘Dyson sphere’ (DS), would allow them to harvest energy in the
orm of starlight. Starlight harvesting could, in principle, result in 
if ferent observ ational signatures that may be detected using existing 
elescopes. These signatures include optical dimming of the host 
tar due to direct obscuration, and waste-heat emission from the 
bsorbing structure (e.g. Dyson 1960 ; Wright et al. 2016 ; Wright
020 ). Consequently, searching for anomalous infrared beacons in 
he sky has become an alternative to traditional communication- 
ased searches for technologically advanced civilizations. One of 
he advantages of searches based on ‘Dysonian’ signatures is that it
oes not rely on the willingness of other civilizations to contact us. 
Se veral observ ational projects have pre viously been conducted to 

etect individual DSs (e.g. Slysh 1985 ; Jugaku & Nishimura 1991 ;
imofee v, Kardashe v & Promyslov 2000 ; Jugaku & Nishimura 2004 ;
 E-mail: matias.suazo@physics.uu.se (MS); erik.zackrisson@physics.uu.se 
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arrigan 2009 ; Zackrisson et al. 2018 ) and for the large-scale use
f similar technology at extragalactic distances (Annis 1999 ; Wright 
t al. 2014a , b ; Garrett 2015 ; Griffith et al. 2015 ; Zackrisson et al.
015 ; Lacki 2016 ; Olson 2017 ; Chen & Garrett 2021 ). Ho we ver, none
f these searches have revealed any strong candidates for Dysonian 
echnology. 

Most search efforts have aimed for individual complete DSs, 
mplo ying f ar-infrared (FIR) photometry (e.g. Slysh 1985 ; Jugaku
 Nishimura 1991 ; Timofeev et al. 2000 ; Carrigan 2009 ) from the

nfrared Astronomical Satellite (IRAS; Neugebauer et al. 1984 ), 
hile a few considered partial DSs (e.g. Jugaku & Nishimura 2004 ).

RAS scanned the sky in the FIR, providing data of ≈2.5 × 10 5 

oint sources. Ho we ver, no wadays, we rely on photometric surv e ys
o v ering optical, near-infrared (NIR), and mid-infrared (MIR) wave- 
engths that reach object counts of up to ∼10 9 targets and allow for
arger search programs. 

Within the context of Project Hephaistos , 1 in Suazo et al. ( 2022 )
e established upper limits on the pre v alence of partial DSs in the
ilky Way by analysing the fraction of sources from Gaia DR2 and

he Wide-field Infrared Surv e y Explorer ( WISE ) that exhibit infrared
xcess. In total, more than 10 8 stars were analysed in that work. The
xact upper limits on the fraction of stars that may host DSs reported
 https:// www.astro.uu.se/ ∼ez/ hephaistos/ hephaistos.html 
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Figure 1. Flowchart illustrating our pipeline to find DS candidates. 
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y Suazo et al. ( 2022 ) are a function of distance, co v ering fraction
nd DS temperature, but reach as low as ∼1 in 100 000 objects in
he most constraining situation. Ho we ver, the actual fraction is likely
o be much lower (and possibly 0 per cent) since a number of other
ffects, such as dust emission and source blending, may also give
ise to anomalous infrared fluxes. Note that the Suazo et al. ( 2022 )
pper limits are derived from colour cuts rather than from fitting DS
odels to the data, since the aim of that paper was not to discuss the

ature of individual sources of excess infrared radiation. 
This second paper examines the Gaia DR3, 2MASS, and WISE

hotometry of ∼5 million sources to build a catalogue of potential
Ss. Here, we focus on the search for partial DSs, which partly
bscure the starlight, which would still be detectable depending
n the level of completion of the DS. This structure would emit
aste heat in the form of MIR radiation that, in addition to the

evel of completion of the structure, would depend on its effective
emperature. Gaia DR3 provides, unlike DR2, various astrophysical
arameters derived from the low-resolution BP/RP spectra that can
acilitate the rejection of false positives in the search for DSs. 

Gaia , 2MASS, and WISE all provide photometric data in the
ptical, NIR, and MIR, respectively, but Gaia also provides parallax-
ased distances, which allow the spectral energy distributions (SEDs)
f the targets to be converted to an absolute luminosity scale. The
arallax data also make it possible to reject other point-like sources
f strong MIR radiation such as quasars, but do not rule out stars
ith a quasar in the background. 
Since excess thermal emission at MIR wavelengths represents the

rimary signature of DSs, searches for such objects naturally intersect
ith searches focused on MIR excess sources in general. Excess

mission in the infrared is a valuable tracer of the circumstellar
ust that has been heated by the starlight and is reemitted at longer
avelengths. Circumstellar dust is present in structures such as young

tars (e.g. Kennedy et al. 2012 ; Kennedy & Wyatt 2013 ; Patel,
etchev & Heinze 2014 ; Cotten & Song 2016 ). Many searches

eeking infrared excess sources have encountered various difficulties
hen using WISE/AllWISE data, including flux o v erestimation for

ources near the saturation limit (Cutri et al. 2014 ), and the potential
ontamination from companion stars or background galaxies due to
he large full width at half-maximum (FWHM) of the 12 and 22 μm
oint spread functions (PSFs; 6.5 and 12 arcsec, respectively; e.g.
ennedy et al. 2012 ; Theissen & West 2017 ). 
It has been proposed that DSs and similar radiation-harvesting
egastructures could be constructed around a variety of stellar-mass

bjects, including white dwarfs (Semiz & O ̆gur 2015 ; Zuckerman
022 ), pulsars (Osmanov 2016 , 2018 ), and black holes (Hsiao et al.
021 ). Here, we limit the discussion to DSs around main-sequence
tars. We additionally assume that feedback from DSs on to the host
tar may be neglected since this becomes rele v ant only when dealing
ith small, nearly completed DSs or with highly internally reflective

tructures. (Huston & Wright 2022 ). 
In Section 2 , we describe our o v erall search method. In Section 3 ,

e present the most promising sources that emerged from our
nalysis, along with an examination of false positives encountered
uring the search. In Section 4 , we discuss the likely nature of some of
hese DS candidates and how future follow-up observations can help
s disentangle their true nature. Section 5 summarizes our results. 

 M E T H O D S  

his paper utilizes data from Gaia Data Release 3 (Gaia Collabora-
ion 2016 , 2023 ), 2MASS (Skrutskie et al. 2006 ), and AllWISE (Cutri
t al. 2014 ). Gaia DR3 pro vides parallax es and flux es in three optical
NRAS 531, 695–707 (2024) 
ands ( G BP , G , G RP ) in addition to various astrophysical parameters
erived from the low-resolution BP/RP spectra. 2MASS provides
IR fluxes in the J , H , and K s bands, which corresponds to 1.2, 1.6,

nd 2.1 μm, respectively, while WISE provides MIR fluxes at the
 1, W 2, W 3, and W 4 bands which corresponds to 3.4, 4.6, 12, and

2 μm. The AllWISE program is an extension of the WISE program
Wright et al. 2010 ) and combines data from different phases of the
ission. 
A specialized pipeline has been developed to identify potential DS

andidates, focusing on detecting sources that display anomalous
nfrared excesses that cannot be attributed to any known natural
ource of such radiation. It is essentially impossible to pro v e the
xistence of a DSs based on photometric data only, so this search can
e considered a standard search for infrared excess sources biased
owards excesses that are consistent with DSs based on their bright

IR fluxes and our models of what the SED of DSs should look
ike. A simple schematic representation of this pipeline is illustrated
n Fig. 1 . 

The pipeline for identifying DS candidates involv es sev eral stages.
e briefly describe each step: 

(i) Data collection: We collect data from Gaia , 2MASS, and
llWISE for sources within 300 pc and detections in the 12 and
2 μm bands ( W 3 and W 4 WISE bands). 
(ii) Grid search: A grid search method is employed to determine

ach star’s best-fitting DS model, utilizing the combined Gaia -
MASS-AllWISE photometry. 
(iii) Image classification: To differentiate potential candidates

ocated in nebular regions, a convolutional neural network (CNN)-
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ased algorithm is applied to WISE images to determine if our 
ources exhibit features associated with nebular regions. Young 
ust-obscured stars or stars otherwise associated with dusty nebulae 
ppear as common false positives in our search. Therefore, only 
mages lacking nebular features proceed to the next step. 

(iv) Additional analysis: This step involves utilizing several Gaia - 
ISE flags to assess whether the stars might exhibit an infrared 

xcess of natural origin. 
(v) Signal-to-noise ratio (SNR): Many sources with low signal-to- 

oise ratios (SNR in W 3 and W 4) slip through all the previous steps.
herefore, we manually include this step where all sources with SNR

ower than 3.5 in the W 3 and W 4 bands are rejected. 
(vi) Visual inspection: We visually inspect optical, NIR, and MIR 

mages of all sources in order to reject problematic sources of MIR
adiation. Blends are the most typical confounder in this step. 

These steps filter out sources that do not exhibit the desired 
haracteristics of a DS. Each step is explained in more detail in
he following sections. 

.1 Data collection 

e begin our search by taking a sample of stars from
he Gaia DR3-2MASS-AllWISE catalogue. The cross-matching 
etween these catalogues was done by simultaneously us- 
ng the allwise best neighbour , tmass psc xsc best neighbour , and
mass psc xsc join catalogs provided by the Gaia consortium. Within 
his sample, our focus was on selecting stars located within a distance
f 300 parsecs (pc) based on the geometric distance derived in the
arly Data Release 3 (EDR3; Bailer-Jones et al. 2021 ). We opted to
tilize EDR3 distances rather than Gaia DR3 distances, as the latter 
s derived from low-resolution BP/RP spectra and is therefore not 
vailable for most stars in the sample. 

Following the above mentioned criteria, our initial sample com- 
rised approximately 5 million sources. Subsequently, we imple- 
ented an additional selection criterion, demanding detections in 

he 12 and 22 μm bands ( W 3 and W 4, respectively) from WISE .
his choice was moti v ated by the fact that the expected infrared
xcess of DSs is particularly pronounced in these bands, given the 
ange of temperature expected for DSs, as elaborated in Section 2.2 .

e additionally excluded sources that exhibited contamination 
ccording to the WISE contamination flag. As a result of this filtering
tep, our sample was downsized to approximately 320 000 stars. 

.2 Theory and models 

he next step in our pipeline corresponds to determining how 

ell the photometry of the stars in the catalogue resembles that 
f hypothetical main-sequence stars hosting DSs. This assessment 
equires understanding how the photometry of stars changes when 
urrounded by a DS, which involves two effects: the obscuration 
f the star by the DS and the re-emission of absorbed radiation by
he structure at longer wavelengths. To predict the observational 
haracteristics of a composite system consisting of a star and a 
S (DS), we employ the model presented in Suazo et al. ( 2022 ).
his model incorporates the expected photometric fluxes of a DS 

nto the photometry of observed main-sequence stars to simulate 
he combined system. In simple terms, the photometry of a star is

odified according to the following equation: 

 = −2 . 5 log (10 −M � / 2 . 5 + 10 −M DS / 2 . 5 ) , (1) 
here M DS represents the magnitude of the DS, and M � corresponds
o the magnitude of the star after it has been obscured by the DS. It
s important to note that this formula applies to both apparent and
bsolute scales and can be used in various magnitude systems. 

To determine M DS , we model the spectrum of the DS as a black-
ody . Additionally , we assume that DSs behave as grey absorbers.
nder these assumptions, the model star + DS depends on two free
arameters: the co v ering factor ( γ ) and the ef fecti ve temperature of
he DS (T DS ). The co v ering factor γ is defined as the normalized
uminosity of the DS: 

= 

L DS 

L � 

, (2) 

here L DS is the luminosity of the DS and L � is the luminosity of the
tar hosting the DS before being obscured. Under this definition, γ
an only be a positive number lower or equal to 1. In the case of an
sotropically radiating star, γ also represents the fractional solid angle 
f outgoing radiation intercepted by the DS (the co v ering factor) or
he DS’s completion level if we assume that the structure is nearly
pherical. With all this information, we can determine the magnitude 
f the star when it is obscured by the DS using the following equation: 

 � = M �,O 

− 2 . 5 log 10 (1 − γ ) , (3) 

here M � , O is the magnitude of the star before being obscured. In
ractice, we take M � , O values from main-sequence stars in the Gaia -
MASS-AllWISE photometry as described below. 
In summary, equations ( 1 ) and ( 3 ) provide a framework for

nderstanding the changes in the magnitude of a star if it were hosting
 DS. These equations describe the transformation from the original 
agnitude M � , O to the modified magnitude M when considering a DS
ith a given temperature T DS and co v ering factor γ . We also assume

hat DSs are built up slowly and uniformly everywhere, with equal
o v ering factor ( γ ) in every direction, with no pieces large enough
o cause stellar variability, see Section 2.5.2 . An interesting feature
f this model is that it is identical to optically thin blackbody debris
isc models, where the co v ering factor γ resembles the fractional
uminosity (L Disk /L � ). Fig. 2 illustrates examples of the photometry of
 Sun-like star ( T eff = 5777 K) hosting DSs with various parameters.
n the top panel, the composite spectrum is shown for a fixed DS
emperature of 300 K and co v ering factors of γ = 0.1, 0.5, and
.9, while the bottom panel displays the spectrum variations for a
x ed co v ering factor of 0.5 and DS temperatures of 100, 300, and
00 K. The main signatures produced by a DS include a drop in
tellar flux and a boost of the flux in the MIR, where the MIR peak
epends on the temperature of the DS. The figure demonstrates how
he crucial infrared information required for the identification of DS 

andidates is contained within the W 3 and W 4 bands, as mentioned
n Section 2.1 . Consequently, we demand that all stars that undergo
ur analysis have detections in both W 3 and W 4 bands. 
Although the temperature of the DS is a free parameter, we

imit our search to DS temperatures ranging from 100 to 700 K
o align with WISE ’s infrared detection capabilities. Additionally, 
e consider co v ering factors equal to or greater than 0.1, as this

hreshold ensures significant infrared excess for detection, as shown 
y Suazo et al. ( 2022 ). In total, we generated 220 745 DS models by
imulating how the Gaia -2MASS- WISE photometry of 265 main- 
equence stars would change in the presence of DSs according to
he presented models. We select main-sequence stars with M G values 
anging from 0 to 13.6 (stellar ef fecti ve temperatures from ∼2800 to
2 500 K) and ensure that these are main-sequence stars as explained
n Appendix A . We also ensure that these stars already do not possess
ny MIR excess. 
MNRAS 531, 695–707 (2024) 
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M

Figure 2. Modified photometry of a Sun-like star in the Gaia - WISE - 
2MASS bands due to the presence of various DSs. The unmodified absolute 
magnitudes of the Sun-like star ( T eff = 5777 K) are represented by solid black 
lines. In the top panel, the DS models have an ef fecti ve temperature of T DS 

= 300 K and co v ering factors of 0.1, 0.5, and 0.9, depicted by solid grey, 
dashed, and dotted lines, respectively. In the bottom panel, the DS models 
have a fixed covering factor of γ = 0.5 and temperatures of 100, 300, and 
600 K, depicted by solid grey, dashed, and dotted lines, respectively. The 
coloured bands in the plots represent the wavelength ranges detectable by the 
Gaia , 2MASS, and WISE missions. It is important to note that the absolute 
magnitudes depicted in these plots are in the AB system. 
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Table 1. Convolutional neural network architecture. 

Layer Layer parameters Output size 

Input 420 × 420 × 1 
Convolution a , b 3 × 3, 6 418 × 418 × 6 
Max pooling 2 × 2, Stride 2 209 × 209 × 6 
Convolution a , b 3 × 3, 12 207 × 207 × 12 
Max pooling 2 × 2, Stride 2 103 × 103 × 12 
Convolution a , b 3 × 3, 32 101 × 101 × 32 
Max pooling 2 × 2, Stride 2 50 × 50 × 32 
Convolution a , b 3 × 3, 64 48 × 48 × 64 
Max pooling 2 × 2, Stride 2 24 × 24 × 64 
Convolution a , b 3 × 3, 128 22 × 22 × 128 
Flatten 61 952 
Fully connected network 
First hidden layer a , b , c 61 952 × 256 256 
Second hidden layer a , b , c 256 × 256 256 
Third hidden layer a , b , c 256 × 256 256 
Softmax 256 × 2 2 

Note. a Batch normalization is applied. b The ReLU acti v ation function is 
applied. c A dropout regularization was applied . 
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.3 Grid search 

fter generating the 220 745 models, we proceeded to compare the
hotometry of all remaining main-sequence stars from Section 2.1
o these models. This involves performing a grid search to find the
est-fitting model for each of the 320 000 sources. The selection of
he best-fitting model for each star was based on minimizing the
oot mean squared error (RMSE) between the observed data and the
odel predictions. 
Following the search for the best models, we filtered out all stars

hose best model yielded an RMSE higher than 0.2 mag. This
election is quite simple and does not consider the error measured
ince, otherwise, it would prioritize better fits in the optical rather
han in the MIR, where the information of the infrared excess lies in
his work. The selection of this threshold is a free parameter. Still, we
hose it to be 0.2 mag to reduce the sample of potential candidates to
 reasonable number that we could potentially aim to follow up with
dditional observations on a reasonable time-scale. Additionally, the
election of this threshold is moti v ated by comparing our models
ith Vioque et al. ( 2020 ) pre-main sequence, classical Be stars, and

ources that have been proposed as candidates of these two categories
ased on different features (photometry , optical variability , etc.), but
ave not yet been confimed. We assessed what RMSE threshold
NRAS 531, 695–707 (2024) 
alue is reasonable by comparing our models to the photometry of
he stars presented in this catalogue. Since pre-main sequence stars
nd classical Be stars are known to be significant sources of MIR
mission and therefore represent potential interlopers in our search.
ost stars in the Vioque et al. ( 2020 ) catalogue that we examined

isplayed an RMSE higher than 0.2 mag when compared to our
odels, so we used this threshold as our goodness-of-fit criterion to

elect potential candidates. We found ∼11 000 sources whose best
t suffices an RMSE lower than 0.2. 
After filtering the stars based on the RMSE criterion, we proceeded

o classify the remaining sources using a neural network. This
lassification aimed to distinguish whether the sources were located
n nebular regions. Nebulae can generate features that are similar to
hose hypothetically produced by a DS, hence the moti v ation behind
eveloping this algorithm. 

.4 Image classification 

pon selecting candidates using an RMSE as our goodness-of-fit
etric, we found that young dust-obscured stars or stars other-
ise associated with prominent nebulae appear as common false
ositi ves. Pre vious searches for infrared sources (e.g. Kennedy
t al. 2012 ; Ribas et al. 2012 ) encountered contamination issues
ue to the presence of foreground or nearby sources, which can
ause large photocentre shifts across all WISE bands and/or an
xtended morphology. All these phenomena can produce photometric
ignatures that resemble those of our models. To reduce the number
f interlopers in the form of young obscured stars in our sample,
e developed an algorithm to classify whether stars lie or not in
ebular areas based on their WISE images. This algorithm utilizes
ormalized W 3 images as input and aims to classify stars based
n whether they reside in nebular regions. The CNN architecture
mployed in this work is presented in Table 1 , and it was developed
sing the PYTORCH library (Paszke et al. 2019 ). 
Our algorithm’s input images were standardized to 420 × 420

ixels, with each pixel representing a square of side 1.375 arcsec.
his corresponds to a squared image with a side of 9.625 arcmin.
hen, we classified 960 images by ocular inspection, with half of

hem depicting images of stars embedded in nebulae and the other
alf representing non-nebular cases. In Fig. 3 , we provide examples
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Figure 3. Two images e x emplify each cate gory’s appearance: Nebular on 
the left-hand side panel and non-nebular on the right-hand side. Both images 
are normalized. Each image corresponds to a squared region in the sky with 
a side of 9.625 arcmin. 

Table 2. Hyperparameter random search values. 

Hyperparameter Random search values 

Learning rate 10 −3 , 5 · 10 −4 , 10 −4 , 5 · 10 −5 

Regularization parameters ( β1 , β2 ) 0, 0.3, 0.5, 0.7, 0.9, 0.99 
Dropout probability p 0, 0.2, 0.4, 0.6 
Number of neurons 32, 128, 256 
Kernel size 3, 5, 7 
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f two images that were classified as nebular and non-nebular. We 
plit our sample into the training, validation, and testing subsets. 
ll subsets were built by selecting random images in our sample. 
raining, validation, and testing sets were randomly sampled and 
plit into 70 per cent, 15 per cent, and 15 per cent of the total data set,
espectively. 

We do not include W 1 nor W 2 bands since dusty nebular features
re typically not detectable in these bands. We also omit the W 4
mages since these tend to have lower quality and do not provide

uch extra information compared to W 3. 
The specific CNN architecture used in this work is presented in 

able 1 . For the convolutional layers, the parameters shown in Table 1
re the filter dimensions and the number of output channels. No 
adding was applied to any of the convolutional layers. Moreover, 
o all the convolutional and fully connected layers, a rectified 
inear unit (ReLU; Nair & Hinton 2010 ) acti v ation function was
pplied, except for the last fully connected layer, which utilized 
 softmax function instead. Additionally, we ‘batch normalized’ 
Ioffe & Szegedy 2015 ) every layer after convolution. The output 
f the last convolutional layer is flattened to feed the fully connected
ayers. We additionally applied a dropout regularization after each 
ayer in the fully connected network (Hinton et al. 2012 ). We seek
he minimum of the loss function by using the Adam algorithm 

Kingma & Ba 2014 ). The network was trained using batches of 64
mages. 

To optimize the performance of our classifier, we conducted a 
yperparameter search by randomly sampling 79 out of the 5184 
ossible combinations of the parameters listed in Table 2 . The pa-
ameters that were tuned include the learning rate, the beta parameters 
 β1 and β2 ) of the Adam algorithm, the dropout probability ( p ), the
umber of neurons in the fully connected network, and the kernel 
ize in the convolutional matrices. 

The learning rate controls the magnitude of weight updates during 
raining, whereas the beta parameters β1 and β2 are decay rates 
sed to estimate the moments of the gradient for finding the global
inimum of the loss function. The dropout probability p determines 
he probability of zeroing out a neuron in a layer to prevent overfitting. 
he number of neurons in the fully connected network determines 

he number of units in each hidden layer. It is important to note
hat the learning rate and beta parameters are related to the training
rocess, while the dropout probability and the number of neurons 
er hidden layer are design parameters of the architecture. 

We trained nine networks for each combination of hyperparame- 
ers with different initial random weights. The initial weights are sam-
led from the uniform distribution that PYTORCH has implemented to 
nitialize weights. Additionally, each netw ork w as trained during 35
pochs. After e v aluating 79 random hyperparameter combinations, 
e found several combinations that yielded accuracies ∼93 per cent 
n the validation set. A family of neural networks with similar
haracteristics and performances was identified, and the specific 
yperparameters of this family and their performance are shown 
n Table 3 . Accuracies are reported on the testing set. 

From the family of neural networks with similar performances, 
e selected the architecture that achieved the highest mean accuracy 

nd the lowest standard deviation. In this case, it corresponds to
xperiment F in Table 3 . Additionally, in Fig. 4 , we show the
onfusion matrix for the testing set in the best run for this architecture.
he accuracy is 0.95, the recall is 0.975 on the non-nebular class,
nd the precision is 0.93 on the non-nebular class. 

Using the trained CNN, we proceeded to classify whether stars 
ie or not in the nebular region. We find that 5732 sources appear as
ources in non-nebular regions according to our classifier. 

.5 Additional analysis 

n the next subsections, we introduce additional criteria and cuts to
efine further and validate our selection of DS candidates among the
ources exhibiting an infrared excess. These criteria help us rule out
alse positives and ensure we focus on the most promising candidates. 

.5.1 H α emission 

he emission of H α photons is an important signature of young
tars, particularly during strong accreting episodes. When a young 
rotostar heats up, it ionizes the surrounding hydrogen-dominated 
ccretion disc, which ends up emitting H α photons (Barrado y 
avascu ́es & Mart ́ın 2003 ). 
In Gaia DR3, the pseudo-equi v alent width (EW) of H α is provided

s one of the new products (Creev e y et al. 2023 ; F ouesneau et al.
023 ), and it becomes one of the most important parameters when
eeding out interlopers. Just as optical variability is a characteristic 

eature of pre-main-sequence stars, the emission of H α photons 
ue to hydrogen excitation during the accretion process is another 
ignificant signature. To filter out false positives, sources with H α

Ws lower than zero (at 3 σ ) are rejected, i.e. sources with H α in
mission detected at 99.7 per cent confidence. 

.5.2 Optical variability 

re-main-sequence stars, being in the early stages of stellar evolution, 
an naturally emit infrared radiation due to the presence of an
ccretion disc surrounding the forming star. These young stars often 
xhibit brightness variability as a characteristic feature (e.g. Joy 
945 ; Herbst et al. 2007 ). The variability can be attributed to various
actors, including circumstellar obscuration events, hotspots on the 
tar or disc, accretion bursts, and rapid structural changes in the
ccretion disc (Cody et al. 2014 ). 
MNRAS 531, 695–707 (2024) 
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Table 3. Best hyperparameter combination. 

Label Learning β1 β2 Dropout Number Kernel Average Standard 
experiment rate probability of neurons size accuracy deviation accuracy 

A 5 × 10 −4 0 .5 0 .9 0 .6 256 3 0 .916 0 .031 
B 10 −4 0 .5 0 .5 0 .6 128 3 0 .913 0 .017 
C 10 −4 0 .5 0 .9 0 .6 128 3 0 .915 0 .029 
D 5 × 10 −4 0 .5 0 .9 0 .6 128 3 0 .908 0 .020 
E 10 −4 0 .5 0 .5 0 .6 256 3 0 .906 0 .034 
F 5 × 10 −4 0 .5 0 .5 0 .6 256 3 0 .930 0 .016 

Figure 4. Normalized confusion matrix for the test set using the architecture 
yielding the best results. The test set contains 144 elements. 
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Gaia DR3 provides an optical variability flag among other newly
dded products. Ho we ver, this flag is unav ailable for most sources.
n order to assess the optical variability of stars, we ourselves
onstructed the observable G var , which is defined in Vioque et al.
 2020 ). This observable aims to quantify the level of optical vari-
bility and has been used to classify different types of variable stars,
ncluding Herbig Ae/Be stars, TTauri stars, and classical Be stars.
he observable G var is defined as 

 var = 

F 

′ 
G e( F G ) 

√ 

N obs , G 

F G e ′ ( F G ) 
√ 

N 

′ 
obs , G 

, (4) 

here F G and e ( F G ) are the Gaia G -band flux and its uncertainty,
espectively, while N obs, G corresponds to the number of times that
ource was observed in the G band. The logic behind this formula
elies on the fact that variable sources should have larger uncertainties
ompared to non-variable ones. The denominator refers to the median
alue of sources with similar fluxes since non-variable objects exhibit
ifferent uncertainties. Vioque et al. ( 2020 ) showed that pre-main-
equence stars exhibit a wide range of G var that goes from ∼0.7 to
100. The distribution of G var for known pre-main-sequence stars

eaks at G var ∼ 6, and it decreases towards the abo v e-mentioned
alues. Here, we reject all stars exhibiting a G var higher than two,
ince they are most likely to be young stars. Similarly, Barber & Mann
 2023 ) developed a proxy for stellar variability and age, indicating
hat Gaia excess photometric uncertainties decrease linearly with
og 10 (age) in Myr. Ho we ver, this relation primarily applies to FGK
nd early M-type stars. These studies demonstrate the potential of
sing Gaia uncertainties and variability measures to infer the ages
nd variability status of stars. 
NRAS 531, 695–707 (2024) 
It is important to note that this check rejects potential Dyson
warms with very large absorbing elements since these in principle
ould generate detectable variations in the photometry of the host
tar. Ho we ver, these v ariations could be mistaken for other astro-
hysical phenomena such as asteroseismic variations or photometric
oise (Wright et al. 2016 ). It is also practical to exclude variable
ources; otherwise, young stars would more easily slip through our
ipeline. 

.5.3 Astrometry 

ur search strongly relies on parallax-based distances, which can
e incorrectly estimated if the single-star model fails to fit the
strometric observations. In order to assess the reliability of the dis-
ance, Gaia provides the Renormalised Unit Weight Error (RUWE),
 parameter that tells us how well astrometric observations fit the
strometric solution. RUWE values tend to be close to 1.0 for well-
ehaved sources, while significantly higher values exceeding 1.0
ay indicate non-single or problematic sources. To ensure reliable

strometry, we implemented a conserv ati ve RUWE threshold of
.4. Sources surpassing this threshold are excluded as potential
andidates to minimize objects with unreliable distance estimates.
ther studies (e.g. Stassun & Torres 2021 ) have shown a significant

orrelation between the RUWE statistic and unresolved binary
ystems. Binary systems can generate warm dust through processes
uch as the catastrophic collision of planets (e.g. Weinberger 2008 ;
hompson et al. 2019 ). Given that such systems might have inac-
urate distances and exhibit MIR flux excess, the aforementioned
UWE criterion aids in rejecting sources potentially comprising
inaries surrounded by warm dust, as well as those with problematic
strometry. 

.5.4 Extended sources 

e expect all candidates to have a shape consistent with a point
ource therefore we rule out all sources having a non-zero AllWISE
xt f lag. 

.5.5 Star probability 

aia also classifies sources into different categories. We use
ne of the probability metrics Gaia DR3 provides to ensure
he source is more likely to be a star. In particular, we use
las sprob ds c c omb mod star > 0 . 9 to consider our source candi-
ates. We found no difference when comparing similar classification
etrics. 
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Figure 5. Examples of typical confounders in our search. The top row features a source from the blends category, the middle row a source embedded in a 
nebular region, and the bottom row a case from the irregular category. On these scales, the irregular and nebular cases cannot be distinguished, but the nebular 
nature can be established by inspecting the images at larger scales. 
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Figure 6. Pie chart illustrating the cause of infrared radiation according to 
our extra inspection. 
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.5.6 Sour ces r ejected so far 

ut of all the criteria outlined in Section 2.5 , the RUWE criterion
efutes the largest quantity of candidates. A total of 282 sources
re rejected by this criterion alone, which corresponds to roughly 
alf of all sources rejected by any criteria in Section 2.5 . The H α

mission, the optical variability, and the extended flag criteria equally 
ontribute to the rest of the cuts. We noticed that o v er 1000 sources
av e ne gativ e H α EWs. Ho we ver, the uncertainties are so large that
e cannot confirm H α emission at the 3 σ level. 

.6 SNR criterion 

fter applying all the cuts presented in Section 2 , we ended up with
137 sources with DS-like SEDs. Consequently, we proceeded to 
isually inspect some of the W 3/ W 4 images of these candidates. This
tep revealed that most of them appeared to be unconvincing as secure 
oint-like sources. In many cases, these sources appear irregular or 
lend with the background noise. Although WISE data reduction 
onsiders any signal with an SNR value higher than 2 as a detection,
any of these detections are not reliable and fail to represent genuine

nfrared sources; most of the inspected images matched this pattern. 
herefore, an additional cut was applied based on the SNR of these
5000 sources. We selected sources with SNR higher than 3.5 in 

oth the W 3 and W 4 bands, resulting in 368 sources. 

.7 Visual inspection 

fter rejecting all sources with low SNRs, we conducted a second 
ass of visual inspections for all sources that survived the SNR
ut. Visual examination of WISE images (e.g. Ribas et al. 2012 ;
gro & Song 2021 ) is a common technique to identify and reject
nreliable sources, as not all flags or metrics provided by WISE can
ddress issues in the data reduction. Following scrutiny of all WISE
mages, we categorized three types of confounders: blends, irregular 
tructures, and nebular features. Fig. 5 illustrates the distinctions 
etween these classes. In the top row, we showcase the ‘blend case,’
here a source o v erlaps with external sources within the aperture of

he WISE bands, particularly noticeable in the W 3 and W 4 bands.
ptical images with higher resolution facilitate the detection of 
lends. Even if some contaminants do not emit optical light, if an
nfrared source appears significantly shifted from the image centre 
nd lacks optical emission, it is considered a blend and subsequently
ejected. 

In the second row of Fig. 5 , we depict the ‘nebular’ category
f false positives. These cases exhibit W 3 and W 4 images that
ppear hazy and disordered, lacking a discernible source of infrared 
adiation at the location of the candidate. Ho we v er, upon e xamining
arge-scale images spanning approximately 600 arcsec, distinctive 
ebular features become evident. Some of these features resemble 
he example shown in Fig. 3 . These confounding sources are
nstances where our CNN (Section 2.4 ) failed to reject these sources
ccurately. In the third row, we illustrate the ‘Irregular’ category, 
MNRAS 531, 695–707 (2024) 
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Table 4. Number of stars after every cut. 

Stage Number of stars 

Stars in Gaia DR3-2MASS-AllWISE ∼5 × 10 6 

within 300 pc 
W 3/ W 4 detection ∼3.2 × 10 5 

RMSE ≤ 0.2 11 243 
Nebular classifier 5732 
Extra cuts 5137 
SNR W3/W4 > 3.5 368 
Final candidates 7 
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hich encompasses all sources that deviate from a point-like source
n their W 3 and W 4 bands despite being selected based on having

ISE ext flag values equal to 0. In this category, the sources of
rregularities in our candidates’ W 3 and W 4 images are unclear, and
here seems to be no indication of nebulosity in their surroundings
hen looking at larger-scale images. Causes of irregularities could
e attributed to faint nebular features, high noise, and blends, but it
s challenging to pinpoint the exact cause of this phenomenon. Most
ources rejected in the SNR criterion had WISE images that would
ave fallen into this category. 
Among the 368 sources that survived the last cut, we identified

28 (89.1 per cent) sources as blends, 29 (7.9 per cent) as irregulars,
nd 4 as nebular (1.0 per cent). After this analysis, a total of 7 (2.0
er cent) sources were identified as potential candidates that appear
o be free of conspicuous problems. The visual inspection results
re summarized in Fig. 6 . Many blends were identified thanks to the
nspection of optical images, so we double-checked that our seven
nal sources were free of contaminants by examining Pan-STARRS1
R1 (Chambers et al. 2016 ) and Sky Mapper DR2 (Onken et al. 2019 )

mages to account for both hemispheres. None of these seven sources
howed any indication of contamination. Table 4 summarizes how
he initial sample downsized after every step. 

Finally, for the seven sources identified as potential candidates, we
onducted a search for nearby X-ray sources. X-rays are a powerful
ool for tracing star-forming regions in the sky (e.g. Sciortino 2022 ),
uggesting our candidates could be young stars if X-ray sources
ssociated with star formation were present in their vicinity. After
earching the XMM –Newton science archive, we found no evidence
f X-ray sources in the neighborhood of our candidates that could be
ttributed to star formation. In one instance, there is an X-ray source
pproximately 14 arcmin from a candidate; ho we ver, this source is
onfirmed to be a Seyfert galaxy. 

 RESU LTS  

n Table 5 , we summarize all candidates. Our visual inspection
ndicates that these sources are actual sources of infrared radiation
hat are not subject to any obvious contamination. Given the limited
umber of candidates, we revised our model fitting using a more
efined grid compared to the one employed in Section 2.3 . This time,
e compared our data to 6216 900 models, encompassing 391 DS

f fecti ve temperatures ranging from 10 to 400 K and 60 covering
actors ranging from 10 −4 to 0.4. Table 5 presents the updated DS
emperature estimates and co v ering factors. 

While examining the pseudo-EW of H α, we observed that some
andidates exhibit too high uncertainties. Hence, there remains a
ossibility that some of these sources are indeed H α emitters, which
ould reveal the early stellar evolutionary stage and explain their

nfrared radiation. Fig. 7 showcases the SEDs and photometric
NRAS 531, 695–707 (2024) 
mages of two of the seven candidates, while Table 5 provides
dditional information used in our further analysis (Section 2.5 ).
n the examples depicted in Fig. 7 , clear W 3/ W 4 images indicate a
istinct source of MIR radiation in both bands. Candidate A notably
isplays a considerable shift between DSS, 2MASS, and the WISE
mages, which is attributed to its relatively high proper motion.
ccording to Gaia DR3, this star has a proper motion of −88.7
as yr −1 in declination. 

.1 Potential contamination 

n this search, we encountered various sources of false positives,
s detailed in previous sections. As highlighted in earlier studies
e.g. Kennedy et al. 2012 ; Krivov et al. 2013 ; G ́asp ́ar & Rieke
014 ), Galactic background contamination and chance alignments
ith extragalactic sources can induce a false infrared excess at the

ocation of a star. In the context of investigating WISE infrared stars
ithin the Kepler field of vie w, K ennedy et al. ( 2012 ) found that the

mpro v ed Processing of the IRAS Surv e y (IRIS: Miville-Desch ̂ enes
 Lagache 2005 ) offers valuable insights into potential background

ontamination. They identified that sources within regions where
he 100 μm background level exceeded 5 MJy/sr were susceptible
o galactic contamination. To assess whether our DS candidates
ere prone to such contamination, we utilized the IRIS maps at
00 μm to e v aluate the background level of our sources. Table 6
ummarizes these values, all of which fall below the threshold
uggested by Kennedy et al. ( 2012 ). This result stems from our
rocedure of filtering out all stars embedded in nebular regions,
hereby naturally eliminating sources located in regions where
he Galactic background level affects the WISE photometry of 
tars. 

In addition to background contamination, chance alignments with
right sources in the infrared but obscured in the optical present
nother potential contamination source. Kennedy et al. ( 2012 )
stimated the likelihood of such alignments by comparing galaxy
ounts with the counts of their infrared excess sources. As our DS
andidates are limited to only seven, we adopted a method akin
o that used by Theissen & West ( 2017 ). In their study, which
nvestigates the presence of warm dust around M dwarfs, Theissen
 West ( 2017 ) reanalysed the source extraction of their targets

o determine offsets among their W 1, W 2, and W 3 images. These
ffsets were then compared to the inherent offset of stationary
bjects like quasars. Quasars serve as valuable indicators of the
ISE instrument’s astrometric precision as they remain stationary in

he sky. Theissen & West ( 2017 ) focused solely on isolated quasars
with no other sources within 6 arcsec), with W 3 SNRs between
 and 5, at galactic latitudes higher than 77 de g. The y noted that
he offset distributions resembled those of their disc candidate stars,
oth exhibiting Gaussian distributions. One distribution reflected the
ight Ascension offset between the W 1 and W 3 positions ( μ = 0 . ′′ 08,
= 5 . ′′ 00) and another for the Declination offset between the W 1

nd W 3 positions ( μ = −0 . ′′ 21 a, σ = 5 . ′′ 48). 
In order to assess the probability of chance alignments with extra-

alactic sources, we adopted a similar approach and re-conducted the
ource extraction to determine the offset between W 1, W 2, and W 3
mages. Initially, we obtained unWISE images of our candidates.
nWISE (Lang 2014 ) provides a collection of WISE co-added
mages that remain unblurred, preserving their intrinsic resolution.
ubsequently, we performed a revised source extraction using the
EP software (Barbary 2016 ), a PYTHON implementation that encom-
asses the core algorithms of Source Extractor ( SEXTRACTOR ; Bertin
 Arnouts 1996 ). 
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Table 5. DS candidates. All sources are clear MIR emitters with no clear contaminators or signatures that indicate an obvious MIR origin. 

Label Gaia DR3 ID Distance a (pc) m G 
b G var 

c RUWE b T eff 
b (K) EWH α b (nm) T DS 

c (K) γ c S/N 

d ( W 3/ W 4) 

A 3 496 509 309 189 181 184 142.9 ± 1.0 15 .99 1 .03 1 .03 – 0.248 ± 0.076 138 ± 6 0.08 ± 0.01 22.5/16.6 
B 4 843 191 593 270 342 656 211.6 ± 3.5 17 .71 0 .94 1 .06 3574 – 275 ± 40 0.06 ± 0.008 13.9/3.8 
C 4 649 396 037 451 459 712 219.4 ± 6.2 18 .39 0 .90 1 .21 3238 – 187 ± 16 0.14 ± 0.016 10.5/5.0 
D 2 660 349 163 149 053 824 211.5 ± 5.8 17 .66 0 .97 0 .96 3473 – 178 ± 20 0.16 ± 0.03 10.4/4.8 
E 3 190 232 820 489 766 656 274.7 ± 6.1 17 .00 0 .90 1 .05 3556 0.049 ± 0.100 180 ± 26 0.08 ± 0.02 10.3/3.6 
F 2 956 570 141 274 256 512 265.0 ± 2.6 16 .32 0 .93 1 .01 3674 0.020 ± 0.068 137 ± 16 0.03 ± 0.008 5.7/4.5 
G 2 644 370 304 260 053 376 249.9 ± 3.7 16 .48 0 .99 1 .01 3480 0.024 ± 0.097 100 ± 9 0.13 ± 0.02 5.0/3.5 

Note. We present data derived from: a Gaia EDR3 Bailer-Jones et al. ( 2021 ). b Gaia DR3. c This work. d AllWISE Cutri et al. ( 2014 ). 

Figure 7. SEDs of our two DSs candidates and their photometric images. The SED panels include the model and data, with the dashed lines indicating the 
model without considering the emission in the infrared from the DS and the solid black line indicating the model that includes the infrared flux from the DS. 
Photometric images encompass one arcmin. All images are centred in the position of the candidates, according to Gaia DR3. All sources are clear MIR emitters 
with no clear contaminators or signatures that indicate an obvious MIR origin. The middle circle marks the location of the star according to Gaia DR3. 

Table 6. DS candidates and their 100 μm background level. 

Label Gaia DR3 ID IRIS 100 μm background 
level (MJy/sr) 

A 3 496 509 309 189 181 184 4 .77 
B 4 843 191 593 270 342 656 1 .34 
C 4 649 396 037 451 459 712 4 .75 
D 2 660 349 163 149 053 824 4 .17 
E 3 190 232 820 489 766 656 4 .45 
F 2 956 570 141 274 256 512 1 .78 
G 2 644 370 304 260 053 376 2 .92 

Table 7. Offset in the photocentre of our sources in different WISE bands. 

Label Gaia DR3 ID W 1/ W 2 W 1/ W 3 
offset (arcsec) offset (arcsec) 

RA/DEC RA/DEC 

A 3 496 509 309 189 181 184 − 0 .25/ −0.01 − 0 .03/0.33 
B 4 843 191 593 270 342 656 0 .40/0.31 3 .21/0.06 
C 4 649 396 037 451 459 712 0 .25/ −0.32 1 .52/ −3.68 
D 2 660 349 163 149 053 824 − 0 .31/ −0.12 0 .60/ −0.09 
E 3 190 232 820 489 766 656 − 0 .09/0.48 − 1 .15/ −0.38 
F 2 956 570 141 274 256 512 0 .03/0.10 − 1 .04/0.79 
G 2 644 370 304 260 053 376 0 .24/0.00 5 .59/0.64 
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Table 7 summarizes the offsets between the positions of the 
xtracted sources in different filters. It is noteworthy that for the 
 1- W 2 offset, both in RA and DEC, the discrepancy is minimal

nd falls within the range obtained by Theissen & West ( 2017 ) in
oth RA and DEC. Similarly, the offsets between the W 1 and W 3
ands also align with the distribution, except for candidate G, which
ppears suspicious and warrants careful consideration. Ho we ver, the 
urrent data set lacks definiti ve e vidence to either confirm or dismiss
his candidate. 

 DI SCUSSI ON  

e conducted a comprehensive search for sources exhibiting SEDs 
ompatible with stars hosting partial DSs. The last search of this
ind was carried out by Carrigan ( 2009 ), who only looked for
omplete DSs ( γ = 1) using IRAS data. We analysed a significantly
arger sample of approximately 320 000 sources from the Gaia DR3-
MASS-AllWISE data set with W 3/ W 4 detection, which is nearly
0 times larger than Carrigan’s sample. As a result, we identified
even sources displaying MIR flux excess of uncertain origin. Various 
rocesses involving circumstellar material surrounding a star, such 
s binary interactions, pre-main-sequence stars, and warm debris 
iscs, can contribute to the observed MIR excess (e.g. Cotten &
ong 2016 ). Kennedy & Wyatt ( 2013 ) estimate the occurrence rate
f warm, bright dust. The occurrence rate is 1 o v er 100 for very
oung sources, whereas it becomes 1 o v er 10 000 for old systems
 > 1 Gyr). Ho we ver, the results of our v ariability check suggest
hat our sources are not young stars. If our candidates were young
tars, that could explain the infrared excess and would match the
ore likely occurrence rate. Nevertheless, it is worth noting that 

lthough uncommon, literature has documented the existence of 
re-main-sequence stars with lo w G var v alues (e.g. Vioque et al.
020 ). On the other hand, our astrometric checks, which heavily rely
MNRAS 531, 695–707 (2024) 
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Figure 8. Colour–magnitude diagram displaying the distribution of our 
candidates in big circles. Small dots represent Gaia DR3 stars within 300 pc. 
The colour scale represents the relative density of stars. 
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n the R UWE parameter , indicate that the single-star astrometric
olution is applicable to our sources. Despite the fact that we chose
onserv ati ve thresholds for the G var and RUWE parameters (2 and
.4, respectiv ely), our candidates hav e v alues that lie far belo w the
hresholds chosen. The G var and RUWE values are typically around
nity. 
The presence of warm debris discs surrounding our candidates

emains a plausible explanation for the infrared excess of our sources.
o we ver, our candidates seem to be M-type main-sequence stars,
iven their stellar parameters and location in the Hertzsprung–Russell
iagram as Fig. 8 illustrates. Ho we ver, M-dwarf debris discs are
ery rare objects, and up to date, only a reduced number has been
onfirmed (e.g. Luppe et al. 2020 ; Cronin-Coltsmann et al. 2022 ,
023 ). Multiple explanations have been invoked to explain the dearth
f debris discs around M dwarfs, including detection biases (Heng
 Malik 2013 ; Kennedy et al. 2018 ) and age biases (Riaz, Mullan
 Gizis 2006 ; Avenhaus, Schmid & Meyer 2012 ). Additionally,

tudies have suggested that the physical processes governing debris
isc evolution around M dwarfs may differ significantly from
hose observed in solar-type stars (Plavchan, Jura & Lipscy 2005 ).
o we ver, the temperature and the fractional infrared luminosity ( f =
 IR /L � ) of our candidates are different from those of typical debris
iscs, which tend to be cold (10–100 K) and to have low fractional
uminosities ( f < 0.01). These high fractional luminosities (if we
onsider f = γ ) is a feature more compatible with young discs
ompared to those of ordinary debris discs (Wyatt 2008 ), but the lack
f variability seems to be inconsistent with the young-star scenario.
n the other hand, extreme debris discs (EDD; Balog et al. 2009 ), are

xamples of MIR sources with high fractional luminosities ( f > 0.01)
hat have higher temperatures compared to that of standard debris
iscs (Mo ́or et al. 2021 ). Nev ertheless, these sources hav e nev er
een observed in connection with M dwarfs. Are our candidates’
trange young stars whose flux does not vary with time? Are these
tars M-dwarf debris discs with an extreme fractional luminosity?
r something completely different? 
Several searches for infrared sources (e.g. Kennedy et al. 2012 ;

ibas et al. 2012 ; Cotten & Song 2016 ; Theissen & West 2017 )
ave faced challenges in confirming authentic infrared sources.
ennedy et al. ( 2012 ) demonstrated a strong correlation between

he 100 μm background level from IRIS maps and contamination,
etting a 5 MJy/sr threshold to circumvent spurious infrared sources.
ortunately, this was not a concern for our candidates as we utilized
NRAS 531, 695–707 (2024) 
 CNN algorithm, leveraging W 3 images to eliminate sources within
ebular regions, typically linked to high levels of FIR radiation near
he galactic plane. Detecting infrared sources also raises concerns
bout potential chance alignments with infrared galaxies, leading to
ignificant WISE photometry contamination. Various methods exist
o assess the likelihood of encountering such occurrences. Kennedy
t al. ( 2012 ) compare extragalactic counts to their source counts,
hile Theissen & West ( 2017 ) re-extract sources to compare their
 1/ W 2/ W 3 positions. Following the Kennedy et al. ( 2012 ) idea, we

etermine the contamination rate due to background galaxies that
ould alternativ ely e xplain the MIR properties of our candidates.
he contamination rate mainly depends on the number of galaxies in

he sky per unit of solid angle that can produce a specific signature.
n order to determine that value, we compute the number of galaxies
ith the following properties: W 3/ W 4 detection with SNRs higher or

qual to 3.5, ext flg = 0, W 1 − W 3/ W 4 > 1.2 as a colour cut to ensure
tars are remo v ed (Jarrett et al. 2011 ), and 2.84 < W 3 − W 4 < 3.25 to
nsure galaxies with a colour compatible with that of our DS models
or our candidates. The total number of galactic sources per unit of
olid angle is ∼15 000 objects/sr, which yields a contamination rate
f 1.1 × 10 −5 if we consider a target area of 33 arcsec 2 (3.25 arcsec
f radius). Notice that this contamination rate cannot be applied to
he initial sample of ∼5 × 10 6 since that number does not consider
 3/ W 4 detection with SNRs higher or equal to 3.5. Instead, we must

se it on the sample of stars with W3/W4 detection and SNR ≥3.5 in
hese bands, corresponding to ∼ 200 000 sources, which ultimately
eads to ∼2 contaminated sources with the abo v e-listed properties. 

Additionally, the offsets between positions within different bands
an be used as a tracer of confusion. The offset of a source within all
he WISE bands should be small, given their similar PSF FWHMs
6 . ′′ 1, 6 . ′′ 4, and 6 . ′′ 5, respectively), and WISE astrometric precision
f 0 . ′′ 5. 2 In our analysis of sources, we observed no significant
ffset between the W 1 and W 2 bands. Ho we v er, when e xamining
he W 1 and W 3 bands, we noticed a slightly larger offset for some
ources. This aligns with the offset distribution reported by Theissen
 West ( 2017 ), consistent with the offset distribution of quasars.
o we v er, candidate G e xhibited a higher RA offset than e xpected.
lthough this analysis does not indicate a significant shift for six
f our candidates, the possibility of perfect alignments cannot be
uled out. Therefore, each source should be approached with caution,
nd the potential for such alignments should not be dismissed. It is
mportant to note that the shift observed in the seventh object might
e attributed to WISE confusion, as the contamination rate suggests.
ISE confusion is quite common (e.g. Dennihy et al. 2020 ) and

ften una v oidable, with studies indicating that it could account for
s many as 70 per cent of false positives regarding infrared excesses
round main-sequence stars (Silverberg et al. 2018 ). 

Upon examining the colour–magnitude diagram depicted in Fig. 8
longside our candidates, it is evident that our sample predominantly
omprises M dwarfs. Ho we ver, our candidates de viate from the core
f the M dwarf distributions, residing toward the peripheries. The
ightward edge aligns more closely with young stars progressing
oward the main sequence, while the leftward edge corresponds to
he optical dimming anticipated by our models, which can resemble
ubdwarf stars. 

Additional analyses are definitely necessary to unveil the true
ature of these sources. Optical spectroscopy has shown to be
aluable when refuting false debris disc M dwarf candidates (e.g.
urphy, Mamajek & Bell 2018 ), and we believe it could help us

https://wise2.ipac.caltech.edu/docs/release/allsky/expsup/sec6_4.html
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onstrain different features of our sources. H α is typically used 
o find out whether a star is in a young accreting stage or not. Even
hough chromospheric activity in M dwarfs can lead to H α emission,
he EW of the said line can be used to distinguish accretors from just
hromospheric emission (Barrado y Navascu ́es & Mart ́ın 2003 ). In
he latter case, the line can be used to determine several M-dwarf
haracteristics, such as age, stellar rotation, and magnetic activity. 
dditionally, the intensity of H α in the case of chromospheric 

ctivity is a spectral type-dependant feature (e.g. L ́epine et al. 2013 ).
Moreo v er, gyrochronology can help give us more insight into the

ges of our candidates by using stellar rotation as an independent 
roxy of age since late-type stars’ rotation slo ws do wn as they age
e.g. Kawaler 1989 ; Barnes 2003 , 2007 ; Meibom et al. 2015 ). 

 C O N C L U S I O N S  

fter analysing the optical/NIR/MIR photometry of ∼5 × 10 6 

ources, we found seven apparent M dwarfs exhibiting an infrared 
xcess of unclear nature that is compatible with our DS models. 
e modelled DSs with temperatures ranging from 100 to 700 K 

nd co v ering factors from 0.1 to 0.9. There are several natural
xplanations for the infrared excess in literature, but none of them 

learly explains such a phenomenon in the candidates, especially 
iven that all are M dwarfs. 
We argue that follow-up spectroscop y w ould help us unveil the

ature of these sources. In particular, analysing the spectral region 
round H α can help us ultimately discard or verify the presence of
oung discs by analysing the potential H α emission. Spectroscopy 
n the MIR region would be very valuable when determining whether 
he emission corresponds to a single blackbody, as we assumed in our

odels. Additionally, spectroscopy can help us determine the real 
pectral type of our candidates and ultimately reject the presence of
onfounders. 

We w ould lik e to stress that although our candidates display
roperties consistent with partial DSs, it is definitely premature to 
resume that the MIR presented in these sources originated from 

hem. The MIR data quality for these objects is typically quite low,
nd additional data are required to determine their nature. 
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he infrared excess is visible in the WISE W1 and W2 filters, which
ould correspond to Dyson spheres at higher temperatures than the
nes found in our study. The two studies are complementary, as they
xplore different areas of parameter space. 
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he G band, and G BP − G RP denotes its colour, both measured in the
ega system. 

 G 

< 4 and M G 

< 7 · ( G BP − G RP ) − 3 , (A1) 

 G 

> 3 · ( G BP − G RP ) + 5 . (A2) 

In addition to the cuts ensuring only main-sequence stars, we 
onsider only stars with flux measurements available in all rele- 
ant bands and a RUWE below 1.4, ensuring that the astrometric 
olution is of high quality . Additionally , we include stars with
LAME luminosity estimations (Creev e y et al. 2023 ; F ouesneau
t al. 2023 ), which are necessary for our models. We exclude stars
ith contamination in their WISE photometry and stars already 

xhibiting an MIR excess. To ensure a diverse sample, we restrict
ur selection to stars with absolute magnitudes ( M G ) ranging from
 to 13.6, corresponding to zero-age main sequence masses between 
pproximately 0.15 and 3.5 solar masses (M �). Outside of this range,
o stars meet the aforementioned criteria. We also selected the sample 
o homogeneously distribute the number of stars in the magnitudes 
ange. 
2024 The Author(s). 
ublished by Oxford University Press on behalf of Royal Astronomical Society. This is an Open
 https://cr eativecommons.or g/licenses/by/4.0/), which permits unrestricted reuse, distribution, and rep
Additionally, to ensure our photometric measurements’ accuracy, 
e considered the saturation limits for the WISE bands when 

electing the main-sequence stars. Sources brighter than 8.1, 6.7, 
.8, and −0.4 mag (Vega) in W 1, W 2, W 3, and W 4, respectively, are
nown to be saturated, resulting in o v erestimated flux es. To mitigate
his effect, we applied the W 2 correction proposed by Cotten & Song
 2016 ) specifically for the W 2 band. Ho we ver, our analysis found no
ignificant difference when considering corrected and uncorrected 

 2 fluxes. This is primarily because our sources are located in the
nsaturated regime, where the flux measurements are reliable without 
he need for correction. 

We applied DS models with temperatures ranging from 100 to 
00 K and co v ering factors between 0.1 and 0.9 for each selected star.
ince we have 265 stars, 17 co v ering factors, and 49 temperatures, we
nd up with 220 745 models, 833 for each star (17 co v ering factors
nd 49 temperatures). Please see Fig. 2 for an example of how the
odel parameters alter the SED of a Sun-like star. 
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